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Abstract of the contribution: This contribution propose energy efficient operation of multi-RAT cellular networks as a solution to Section 6.x in TR21.866.
Introduction
This contribution introduces the solution for energy efficient operation of multi-RAT cellular networks in TR21.886 Section 6.x.
Proposal:
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6.x
Potential Solution x - Functional architecture for energy efficient operation of multi-RAT cellular networks
6.x.1
General

This solution addresses Key Issue 1 (Energy Efficiency Control Framework) and Key Issue 4 (Architecture & Functions Considerations for Energy Efficiency in 3GPP Systems) and describes an approach to save energy by load-adaptive operation of a heterogeneous access network consisting of 3GPP and non-3GPP technologies. The concept proposes to use optimization algorithms for decision and execution of network re-configuration based on correspondingly processed context information.
The functional architecture of the system to handle the context information and decide on proper re-configurations is describing and specifying abstracted modular functions and interfaces, also with respect to existing network components (e.g. as defined by 3GPP) but easily can be adapted to optimize any Next Generation telecommunication infrastructure with variable constraints in terms of providing e.g. a certain capacity (data rate and throughput), QoS (latency), and/or reliability. 
6.x.2
Functional architecture description 

Main components of the functional architecture are depicted in Figure 6.x.2-1 and comprise a context management framework (CMF) serving as the central information entity for control and management of collection, processing and storing contextual data and the energy optimizer (EO) deciding on required network re-configurations to operate the network at minimum energy consumption required to fulfil the actual demands. Collection and processing of context information in the CMF is separated into three functional entities, i.e. agents for retrieving information data (Context Collection Agent, CCA), a management entity to control and aggregate the data (Context Manager, CM), and a data base to store the relevant material and provide it to the optimizer (Context Database). The Energy Optimizer (EO) is performing the network optimization according to the information provided by the CMF and consists of three functional components: the Optimizer itself calculates based on models and thanks to powerful algorithms the best configuration in real-time, the Controller translates this decision in concrete measures for each network node, and the Configuration Agent (CA) executes the specific (re-)configuration at specific network elements via the corresponding element manager (of e.g. an access node, i.e. WiFi Access Point or 3GPP eNodeB) or the OSS (Operation Support System) of a network.

Not shown within Figure 6.x.2-1 are interfaces between the CMF via the CCA and the context sources which may cover base stations and APs to provide (anonymized) information about traffic load, available resources, and amount of connected users or (if available) current power status of and weather data at the site. The latter information may also be collected from 3rd party (web) resources which could also provide miscellaneous information on e.g. current popular events and traffic situation. In addition information of user terminal measurements could be (re-)used with however potential impact on battery power and/or contractual data volume. Here a combination of existing standard reporting mechanisms and network triggered measurements could be used (as was already investigated for 3GPP Rel. 10 in the framework of Minimization of Drive Test) – for lack of that within the project a client application for smartphones to collect and report data was developed and tested with voluntary users. All these (network, user, or 3rd party based) context data have to be processed by the CM in a standardized format to be available to the EO for calculating the expected demand for data transmission within a radio cell or area covered by a cluster of stations.
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Figure 6.x.2-1: Functional architecture for context aware network optimization
Similarly also the CAs need a standardized interface towards the network elements as access nodes or OSS. The protocol may be based on vendor specific and/or standardized management protocols (e.g. IETF specified SNMP [xx]) as described in 3G TS32.101 [19]. Here the standardization would be essential for future 5G networks since technology and vendor heterogeneity is an essential prerequisite for cost-effective deployment and operation of a system meeting with challengingly diverse service requirements. 

6.x.3 Exemplary results and implementation descriptions

Within the project ComGreen [yx] system simulations and experimental proof of concept implementations have been performed. Potential standardized interfaces between the proposed CMF/EO system and existing (EUTRAN + EPC) or future cellular/wireless radio technology (e.g. 5G) have been proposed. It is expected that use of SDN/NFV principles as foreseen in next generation network concepts makes an implementation of overarching optimization procedures (similar to interference coordination and efficient resource allocation in C-RAN) very effective to achieve high efficiency in future network operation. 

An exemplary implementation of the design has been reported 2015 in [yy]. The context and deployment-based parameters that are taken into account as well as the actual tuneable operation parameters are summarised in Table 6.x.3-1. This design includes the delay and energy cost of network re-configuration (i.e., τ and Erec), and context collection delay (i.e., ε). These costs are zero only in the ideal case and it is not possible to re-configure the network continuously and in real-time, but at specific points in time and with a configuration that needs to be valid for a minimum time period (i.e., δ in Table Figure 6.x.3-1). This also requires mechanisms that can predict the capacity demand during δ. In addition, some over-provisioning is required to be able to handle traffic bursts. In the case that the actual demand significantly differs from the predicted demand, additional mechanisms are required to detect and correct those situations. It is clear that a re-configuration only makes sense if the saved energy is greater than zero (Es > 0).
Table 6.x.3-1: Parameters of a load-adaptive system for energy-efficient configuration of a communication system
	Type
	Parameter
	Description

	Context-based
	Current context (C)
	Current load, number of users and their location etc.

	
	Current load (V)
	Current IP-layer data to be transported.

	
	Context collection delay (ε)
	Signalling and processing delay for context collection.

	
	Context collection error (Γ)
	Error in context collection and prediction mechanisms.

	Deployment-based
	Capacity demand (CD)
	V translated to capacity demand at the physical layer.

	
	Re-configuration delay (τ)
	Software and hardware delays of re-configurations.

	
	Re-configuration energy (Erec)
	Energy used in activating a configuration.

	
	Re-configuration granularity (G)
	The granularity in which a configuration affects capacity.

	
	Context collection E (ECoCo)
	Energy required for context collection.

	Tunable operation
	Re-configuration interval (δ)
	Time between re-configurations (δ > τ).

	
	Provided capacity (CP)
	Capacity provided by the current configuration (CP > CD).

	
	Over-provisioning factor (OP)
	Excess capacity provided by the current configuration.

	
	Overload thresh. (Tover)
	The maximum load threshold used in load-balancing.

	
	Underload thresh. (Tunder)
	The minimum load threshold used in load-balancing.


6.x.4
Solution evaluation

Editor's note:
This clause will contain evaluation on the system impacts, e.g., UE, access network and non-access network.
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